
Social Science Research xxx (xxxx) xxx

Please cite this article as: Daniel DellaPosta, Victor Nee, Social Science Research, https://doi.org/10.1016/j.ssresearch.2019.102377

Available online 18 October 2019
0049-089X/© 2019 Elsevier Inc. All rights reserved.

Emergence of diverse and specialized knowledge in a metropolitan 
tech cluster 

Daniel DellaPosta a,*, Victor Nee b 

a Department of Sociology and Criminology, The Pennsylvania State University, United States 
b Department of Sociology, Cornell University, United States   

A R T I C L E  I N F O   

Keywords: 
Social networks 
Tech economy 
Specialization 
Knowledge 
Social media 

A B S T R A C T   

Specialized knowledge is increasingly central in modern information- and technology-oriented 
economies, yet we know surprisingly little about how this knowledge is organized. We trace 
the evolution of specialized knowledge at both the individual- and network-levels by analyzing 
email exchanges shared among members of a large tech professional community in New York City 
over seven years. We find a shift over time toward the emergence of an increasingly specialized 
ecology of knowledge and information. This division of knowledge is driven by the influx of new 
cohorts of participants with different knowledge and interests than those already there. Yet, even 
as individual contributors increasingly sort into specialized niches, the community as a whole 
remains robust in its ability to address topics of diverse concern. This study illustrates how new 
sources of data enable us to see with greater clarity the structures underpinning modern 
knowledge-based innovation clusters.   

1. Specialization and the division of knowledge 

From computing to biology, scholars have long noted a tendency for systems across a wide variety of domains to evolve from lesser 
to greater states of internal complexity and differentiation (Simon, 1981). This includes the networks of relationships linking together 
human actors engaged in economic activity, as theorized by both classical (Durkheim, 1933; Smith, 1776) and contemporary (Jackson, 
2008; Mani and Moody, 2014; Padgett and Powell, 2012) observers in the social sciences. In industrial clusters, specialization 
increasingly refers not just to physical capabilities or points in an assembly line, but rather to agglomerative growth of available 
information and knowledge (Bell, 1973; Castells, 1996; Mokyr, 2002; Powell and Snellman 2004; Saxenian, 1994; Varian, 1995). This 
“division of knowledge” underlying the division of labor in modern information- and technology-oriented economic spheres allows for 
diverse bits of information and expertise to combine, producing new and sometimes unexpected innovations (Glaeser, 1999). 

Yet the shift toward increasing reliance on specialized knowledge implies a paradox: individual actors must increasingly hold 
specialized expertise in one domain while the collective group must also be able to access an increasingly diverse pool of knowledge 
workers, and overall knowledge and information. Are these tendencies toward both specialization and diversification conflictual or 
complementary? Does individual specialization lead to balkanization in which communities of specialists become sealed off from one 
another, or does it provide a foundation for integrating diverse knowledge and expertise? 

Surprisingly little attempt has been made to answer these questions at either the micro-level of individual human actors 
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participating in these industrial spheres or the macro-level of industrial communities. One line of previous research on knowledge 
economies has focused on analyzing the ways in which formal contracts between firms provide network conduits for information 
gathering, knowledge spillover, and innovation (e.g. Owen-Smith and Powell, 2004; Whittington et al., 2009). This work usefully 
highlights the increasing centrality of knowledge and expertise held by individuals and circulated through network ties. In this 
framework, the hard boundaries between firms are less consequential than the networks linking firms together in an ecology of 
knowledge entrepreneurs. Rather than a producer of knowledge, the firm provides an institutional setting for the integration of diverse 
knowledge held by the individuals contributing to the firm’s activities (Grant, 1996). Yet, previous work—which focuses on 
organizational-level processes—has not directly analyzed or measured the evolution of industrial clusters as the evolution of networks 
of individuals with varying bases of knowledge, expertise, and knowhow. To do so requires a different conceptual and methodological 
framework than is possible within the boundaries of firm-level studies. 

From a different vantage point, economists have used education and other measures of human capital to study the pool of 
specialized knowledge available for use in particular industries and regions. However, as Hidalgo points out, “schooling is certainly not 
a great proxy for knowhow and knowledge, since it is by definition a measure of the time spent in an establishment, not of the 
knowledge embodied in a person’s brain” (Hidalgo, 2015, p. 149). Similarly, individual-level measurements tell us little about the mix 
of specialized knowledge that workers in a regional technological economy such as Silicon Valley possess). A population of knowl-
edgeable individuals can feature a meager overall pool of knowledge and expertise if all of those individuals know only the same 
things. In contrast, a population of narrower specialists can nevertheless present an impressive array of knowledge when the bits held 
by each individual differ, while complementing those held by others. 

To explore the structure and evolution of knowledge specialization, we employ new strategies that allow us to track information- 
sharing activity among tech-startup professionals during the emergence and rapid growth of New York City’s tech economy (e.g. 
Cometto and Piol, 2013). The analysis is based on publicly archived records of participation in a hybrid online-offline group called the 
New York Tech Meetup, currently boasting over 60,000 members, which is at the social and organizational epicenter of this booming 
tech-startup economy. Hosted on Meetup.com, the Tech Meetup was described at the time of writing as “a community-led organization 
supported by its members, who range from students banging out code in their dorm rooms, to entrepreneurs looking to become the 
next Steve Jobs, to investors in search of the next big thing, to established CEOs at some of New York’s top companies.”1 

We recorded and analyzed the content of 77,580 email messages (divided into 17,575 unique “threads” or discussions) sent through 
the Meetup’s public listhost from its inception in April 2007 through April 2014. Over this seven-year period, the Meetup grew from a 
relatively small core of hackers, programmers, and entrepreneurs to a large and diverse collection of individuals with varying con-
nections and interests tying them to the tech-startup community. This was the period of rapid growth when New York emerged as the 
second largest regional tech economy in the U.S. following Silicon Valley (e.g. Lohr, 2019). The email interactions often focus on 
technical subjects, and thus leave traces of the specialized knowledge possessed by individual participants. A Meetup member—for 
example, a novice tech entrepreneur at the early stage of founding a firm—might post an email asking for information on intellectual 
property law or some other topic of interest. More experienced members then respond with useful bits of information based on their 
own knowledge or experience. 

By focusing on the content and structure of these email exchanges, we study the output of repeated—and naturally occur-
ring—cooperative behavior consisting of the voluntary provision of knowledge and informational resources to others at a cost (i.e. of 
time and energy) to oneself (Baldassarri, 2015; Fowler and Christakis, 2010; Nowak, 2006; Opper and Nee, 2015; Tsvetkova and Macy, 
2014). Contributors receive no direct financial compensation for their cooperative efforts. However, the cumulative pooling of bits of 
useful information contributes to knowledge creation and its spillover into the tech community. In effect, the email threads provide a 
“crowdsourcing” platform that draws on the diverse expertise of participants to create a public good—a body of information and 
knowledge accessible to all members (Doan et al., 2011). 

Our methodology offers several advantages. By relying on behavioral traces produced without any researcher–participant inter-
action, we provide observations of human cooperation in vivo without what is classically known as the “Hawthorne effect,” where the 
observer’s presence might influence the behavior of the subjects studied (e.g. Mayo, 1993). Unlike a standard survey-based approach, 
our analysis is also not restricted to a fixed population; we are able to observe numerous successive cohorts of new entrants to the Tech 
Meetup, gather observations for every time period in which these members participated in the email discussions, and make robust 
comparisons both across time for individual members and across cohorts who entered in different periods. Finally, by collecting 
longitudinal observations of individual behavior, we are able to analyze both individual- and group-level trends concurrently without 
the problem of “ecological fallacy,” in which the researcher attributes group-level properties to individuals within the group (e.g. 
Piantadosi et al., 1988). By mapping the structure of interactions between individuals with overlapping knowledge and expertise—and 
doing so repeatedly over numerous time periods—we distinguish individual- from group-level trends and demonstrate the evolution of 
both over these crucial years. 

The remainder of the paper proceeds as follows. Section 2 introduces the data set of email discussions among New York Tech 
Meetup members. Section 3 describes the content-analytic methods we applied to induce distinct clusters of discussions from the text of 
the email threads. Following this, we track the extent of content-based specialization in these email discussions over the seven-year 
observation period using a novel measurement based on the bipartite network of email threads and user participants. Section 4 de-
scribes the statistical methods employed while Section 5 presents results from these analyses. By way of preview, we show that the 

1 Since the time of this original writing and our data collection, the non-profit New York Tech Meetup has merged with the New York Tech Council 
to form a new organization called the NY Tech Alliance. Its self-description on the organization’s web site has changed accordingly. 
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typical new participant developed an increasingly specialized style of discussion participation in later periods compared to earlier 
periods, supporting the thesis that the tech cluster moved over time toward a clearer “division of knowledge” reflecting specialized 
knowledge and interests in place of generalism. Moving to the level of the whole network as opposed to individual participants, Section 
6 shows that the email discussions as a whole still encompassed a diverse and cross-cutting array of content over time even as the 
individuals producing them came to be more specialized. In Section 7, we conclude by urging greater use of web-based repositories not 
just for “big” data but also for the “long” records of researcher-unobstructed social interaction they can provide. 

2. The New York Tech Meetup email network 

We implemented code written in Python to gather archived public records of email interactions for the NY Tech Meetup (NYTM 
hereafter) group (http://www.meetup.com/ny-tech/) on Meetup.com. The Meetup site provides a platform where users can create 
groups based on their interests and arrange in-person “meetups” for themselves and other users who join the group. As of this writing, 
the site boasts over 32 million members and 288,000 groups in 182 countries. The NYTM was founded in 2004 as one of the early 
groups on the platform. The organization presents monthly meetings where members can purchase tickets and view live demon-
strations from technology-based startup companies. Perhaps more importantly, the NYTM provides a site for “networking” among 
professionals in the tech startup community. This function extends beyond the in-person meetings to the public email listhost 
maintained by the group. 

The first recorded email is dated April 2, 2007. For each email in the archive, we recorded: (a) the sender ID, (b) the date and time it 
was sent, (c) the subject thread, and (d) the email text. The data collection garnered 79,878 emails sent over a seven-year period 
between April 2007 and April 2014. These emails spanned a total of 17,850 unique subject threads, meaning that the average thread 
featured between 4 and 5 emails (mean ¼ 4.47). However, our analysis excludes 2,298 emails that we classified as “spam” and/or 
advertisements. We identified these emails by (a) hand-coding a random sample of 2,000 emails and (b) using these hand-coded 
examples to categorize the remaining emails using a nearest-neighbor matching algorithm, though we obtained virtually identical 
results when these emails were instead included in the sample. In addition to the mailing list, the NYTM also maintains a message 
board for use by members. We chose to focus on the mailing list because it is used far more frequently; whereas the mailing list 

Fig. 1. Monthly growth in contributions to New York Tech Meetup email threads, 2007–2014. Note: Panels depict trends for (A) number of unique 
emails sent through the listhost, (B) number of unique users sending these emails, (C) number of unique subject threads in which emails appeared, 
and (D) number of unique topical clusters of email threads. Topical clusters are based on adaptive K-means clustering of the text content of the 
emails. Data points for each month are shown in red and the trend line is depicted in blue using local polynomial smoothing. (For interpretation of 
the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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averages around 30 emails per day, the message board sometimes goes unused for several days at a time. 
The Meetup archive does not include any emails sent between January 1, 2011 and July 25, 2011. From examining the “bookend” 

emails on December 31, 2010 and July 26, 2011, we did not find any announcement indicating that the listhost had actually been taken 
“offline” during the intervening period. Given the wealth of data available over the rest of the seven-year period and the relative 
consistency of the reported time trends, we do not believe that the results would change with inclusion of the emails missing during this 
window. Since we have only a few days’ worth of emails for July 2011, we have also excluded these from analysis, leaving us with data 
coverage for 79 months. 

3. Content analysis of email threads 

Our main unit for text-based analysis is the subject thread. Accordingly, we append the “bag of words” appearing in each particular 
email to the list of words appearing in other emails from the same thread. We take this approach for several reasons. First, the subject 
thread—as the term implies—lends organization to the emails appearing within it. The title of the thread denotes the topic of dis-
cussion, and the subsequent emails appearing in the thread follow from this topic. So, it is natural to view the emails appearing within 
the same subject thread as being contributions to the same discussion. 

However, there are also practical reasons for organizing the data this way. When applying an automated algorithm to the collection 
of the email text, it is sometimes impossible to distinguish the “new” text contributed by an email from the trailing text contributed by 
previous emails in the same subject thread. Heuristics that could be applied to get rid of the trailing text often had the unintended 
consequence of “lopping off” the new text when applied to a different set of emails generated from a different user email platform, 
thereby causing loss of data. This problem was especially difficult because, unlike most other features of the Meetup site, the NYTM 
mailing list archive is not searchable through the site’s Application Programming Interface (API) and therefore had to be gathered 
using “web-scraping” techniques. 

Our solution was to retain both the new and trailing text for each email, then combine emails from the same thread into one 
document for textual analysis. To ensure that the trailing text repeated from previous emails did not artificially inflate word frequency 
counts, we also restricted the cells in the word-by-document matrix to have values of either 1 (indicating that word i appeared in thread 
j) or 0 (indicating the absence of word i in thread j). Since we use threads rather than individual emails as the key units, we also treat 
each email as occurring on the day that the first email in its subject thread was sent. This simply means that a single subject thread can 
only influence the results for one month. 

Fig. 1 tracks the growth over time in online New York Tech Meetup-related activity. Email activity through the NYTM listhost 
increased dramatically over the observation period in terms of the number of unique emails sent to the listhost (panel A), the number of 
unique participants who sent these emails (panel B), and the number of distinct subject threads comprising these email chains (panel 
C). 

We next analyzed the content of the email threads with the goal of identifying the different specializations represented in the email 
discussions for each month in our seven-year observation period. To this end, we used the words present in any given thread as a simple 
but robust indicator of its substantive content (e.g. Rule et al., 2015). This inductive approach allows the specialized content of each 
email thread to emerge organically from the participants. The “bag of words” for each subject thread j in month t was read into the R 
software and analyzed using the “tm” package (Feinerer and Hornik 2018). The document for each thread was rid of punctuation, 
numbers, empty whitespace, and all words were transformed to lowercase. Next, we removed a standard list of English “stopwords” 
that appear too frequently to be of use in distinguishing one document from another. To further clean the text, we also compared each 
word in each document against the dictionary contained in the “hunspell” package in R and only retained words that found a correct 
match (Ooms, 2018). Finally, we “stemmed” the words using Porter’s algorithm (Porter, 1980). 

The cleaned text for all threads in month t is transformed into a term-document matrix. We pared down this matrix to only include 
terms that appeared in at least one percent of documents, removing especially sparse terms that appeared in just one or exceedingly 
few email threads. The remaining cells are weighted using term frequency – inverse document frequency (TF-IDF), formally defined as 

bðu; dÞ
P

knðk; dÞ
� log

nðDÞ
nðu; DÞ

(1)  

where b(u,d) indicates the presence (1) or absence (0) of term u in document d; n(k,d) indicates the number of terms in d; n(D) is the 
total number of documents; and n(u,D) is the number of documents in D containing term u (Salton and Buckley, 1988). The first 
fraction weights the appearance of term u relative to the opportunities for its appearance in that particular document (e.g. based on the 
length of the document and number of terms used), while the second fraction indexes the “distinctiveness” of term u based on the 
regularity with which it appears in the documents. 

The next step is to cluster documents on the basis of semantic similarity. This is how we identify the thread clusters present for a 
given month, each of which consists of subject threads with similar text content. We first transform the weighted term-document 
matrix into a document-by-document cosine distance matrix. For each month, we then apply an adaptive K-means clustering algo-
rithm to the distance matrix using the “akmeans” package in R (Kwak, 2014). Beginning from two clusters, this algorithm successively 
divides clusters, testing after each division whether the new set of clusters satisfies a threshold condition. Once all clusters meet the 
threshold condition, the algorithm stops producing additional clusters. For any given month, then, the number of clusters can theo-
retically vary from 2 to N, where N is the total number of email threads retained for analysis. 

After exploratory analyses, we visually inspected the clustering results for 12 selected months evenly spaced over the seven-year 
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observation period. By examining influential terms with high term frequency – inverse document frequency (TF-IDF) scores, we tried to 
remove potential “noise” from the data: email form words, names, email signatures, and salutations. After removing these words and 
re-running the analysis, we found similar results. The results presented are from the cleaned data. While we cannot dismiss the 
possibility of other undetected noise in the data, as is nearly always the case when working with “messy” user-produced text, we were 
encouraged by the clarity and consistency of the observed patterns. After applying this process of data clustering and cleaning to all 
months in the observation period, panel D of Fig. 1 shows that—as with our previous descriptive measures of email thread partic-
ipation—we observe growth over time in the number of distinct specialized discussions taking place during a typical month. 

4. Statistical approach to modeling individual-level specialization 

Getting closer to the micro-level, our main analysis focuses on trends in individual participation in the increasingly large and 
diverse number of topical areas represented in the email threads. One possibility is that in a rapidly growing tech economy, new people 
entering the ecosystem have increasingly broad and diverse interests. A second possibility is that as the market for knowledge workers 
thickens, individuals become increasingly specialized while the number of distinct specializations available to new entrants increases 
simultaneously. This second trend may reflect an increasing market demand for specialists with knowledge and interests that focus on 
one particular “niche” of knowledge and capability. 

To adjudicate between these patterns, we develop a scale to measure specialization versus generalism among individual participants 
using a Herfindahl concentration index (Rhoades, 1993). Economists typically use this index to measure the competitiveness of 
markets. If one or a few firms dominate with huge market shares, the market is not very competitive. In our analysis, the thread clusters 
are “firms” that compete for the attention of participants. If nearly all of a participant’s contributions to discussion occur within one or 
a few topical clusters, then we can classify this participant as relatively specialized. Conversely, participants who spread their con-
tributions more evenly across topical clusters are generalist. We compute this concentration index separately for each participant in 
each month that he or she participated in the email threads, while also adjusting for the total number of emails he or she sent and the 
varying size of the topical areas. Fig. 2 uses a toy example to illustrate how we distinguish specialists from generalists using this 
approach. 

More formally, for each person i who contributed to the email discussions for month t, we calculate 

Fig. 2. Toy illustration of specialists and generalists in email discussions. Note: Figure depicts two hypothetical users contributing emails to two 
hypothetical clusters of email threads. The specialist sends all ten emails to threads in the same cluster, exhibiting a maximally high level of 
specialization by our measurement. The generalist divides her emails equally across the two clusters, exhibiting a tendency toward generalism. The 
clusters are represented as word clouds with stemmed key terms. 
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Cit ¼
XK

j¼1
s2

ijt (2)  

where sijt is the proportion of i’s emails occurring in threads belonging to cluster j and K is the total number of thread clusters for the 
month. However, this raw concentration score for each individual will depend not just on that person’s relative concentration of email 
activity within rather than across clusters, but also on the relative size of the clusters observed for that month. Consider the simple case 
of one month featuring email clusters of relatively equal size and another month featuring one large cluster and several small ones. The 
Cit score will be systematically higher in the second month—the one with unequally sized clusters—simply because an email sent out at 
random will be more likely to fall into the large cluster for no other reason than the cluster’s size relative to others. 

To correct for this size bias, we can plot the data as a bipartite (two-mode) network of people tied to email threads through the 
linkage created by sending an email to that thread. For each month, we generate 1,000 randomly rewired permutations of this bipartite 
network containing the same people, email threads, and emails as the observed network, but in which all of the ties between people 
and threads occur randomly. For this procedure, we used the “bipartite” package in R (Dormann et al., 2008). Then, we re-compute Cit 
for each person in each simulated network and take the average score for person i across all 1,000 rewired networks as an indicator of 
that person’s “expected” score under conditions of random email activity. The adjusted specialization score for person i in month t is 
simply 

C*
it ¼Cit � EðCitÞ (3)  

where E(Cit) is the expected score. Since both Cit and E(Cit) can theoretically range from 0 to 1, the adjusted score can range from � 1 to 
1. In practice, the scores heavily concentrate on the unit interval. The final dataset contains 3,989 unique persons and 16,363 person- 
month observations, meaning that the average person contributes about 4.10 data points by appearing in the email network for 
multiple months. 

After computing specialization scores for each person-month observation, we estimate a linear mixed-effects regression model 
(Gelman and Hill, 2007) taking the form 

Yit ¼ αi;c þ βXit þ
XN

m¼1
θmVit;m þ eit (4)  

where αi;c is a varying intercept that is particular to each person i and entry cohort c (the month that the person first enters the data set). 
Substantively, this means that we estimate a multilevel model in which person-month observations are nested within persons who are 
in turn nested within entry cohorts. Elsewhere in the model, Xit gives the time elapsed since i’s first appearance in the data (scaled in 
terms of years) and β gives the regression coefficient for the expected increase or decrease in specialization accruing from an additional 
year since first entry. To ensure meaningful comparisons, we only compare people with the same volume of email activity. Thus, Vit;m is 
a binary indicator of whether person i sent m emails in month t, where N is the maximum observed email volume and θm is the 
estimated fixed effect on specialization of sending m emails (we use the median as a reference category). Finally, eit is a residual term 
capturing additional variation in the outcome variable. 

Using this model, we focus on two patterns. The first (reported verbally in the next section) concerns the presence or absence of a 
trend toward increasing specialization over time within persons. Substantively, this effect is captured by β in equation (4). The second 
pattern concerns whether there is increasing individual specialization over time across successive entry cohorts. These data points are 
found using portions of the varying intercept, which is estimated more formally as 

αi;c¼ γ þ σc þ ρi;c (5)  

where γ is the overall average specialization for a new entrant to the data set (Xit¼0) with median-level email volume (Vit;m¼ 1 for 
median m); σc is the varying portion of this intercept that is particular to entry cohort c; and ρi;c is the varying portion of the intercept 
that is particular to person i within cohort c. To obtain the expected average specialization for the members of each entry cohort c, we 
sum σc and γ, leaving out the additional person-specific variation within each cohort. 

5. Trends in specialization over time 

In the statistical analysis, each participant’s contributions in the email discussions are compared both to their behavior from earlier 
time periods and to other participants who entered the discussion network either earlier or later. Using a mixed-effects panel regression 
model, we estimated two trends. First, as regards the within-person individual trend toward either increasing or decreasing speciali-
zation among people who participate across multiple time periods, we did not find a statistically significant linear trend in either 
direction (B ¼ 0.001 for each year since first appearing in the data; S.E. ¼ 0.001, P ¼ .317). Using the same model, secondly, we 
estimated the between-cohort individual trend toward increasing or decreasing average specialization across successive groups of new 
entrants. As shown visually in panel A of Fig. 3, this result strongly supports the hypothesis that newer cohorts exhibited greater 
specialization than older cohorts. While Fig. 3 displays a nonparametric smoothed fit of the time trend, the corresponding linear best fit 
of the same time trend has an R2 of 0.42 and is significant at the P < .001 level. 

These patterns suggest that the types of informational resources contained in this public good evolve over time to match the growth 
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and complexity of the emerging industrial cluster. Email threads in earlier years feature a relatively undifferentiated mass of discussion 
on topics of broad interest to the nascent “technologist” community. Over time, these discussions become increasingly specialized, as 
more (and different) types of participants become involved. Interpreting these patterns, we suggest that earlier discussions on topics of 
broad interest serve to solidify the group’s emerging identity and demonstrate the potential for productive cooperative exchange. With 
this foundation, group members later venture into increasingly specialized topics where more knowledge and information is needed to 
serve emerging “niches.” 

6. Trends in network-level content diversity 

A natural next question is whether increasing individual specialization also implies an increasingly narrow focus at the group-level. 
Put differently, does a population of increasingly specialized participants lead to an increasingly diverse or narrow pool of available 
information? Imagine, for example, if one discussion drew 90 percent of the email activity while thirty others shared the remaining 10 
percent. While the number of specializations represented in the email traffic would be high, the heavy concentration of that activity 
within one discussion suggests a lack of diverse knowledge (e.g. Evans, 2008). To assess the extent of diversity, we estimated the global 
Herfindahl concentration index for each month in the observation period based on each topical cluster’s share of emails contributed. 
For a given month, we measure the network-level diversity of content as one minus this Herfindahl concentration score; therefore, a 
diversity score of 1 would indicate a lack of concentration and an even distribution of email contributions across clusters, while a score 
of 0 would indicate a maximally concentrated distribution. Panel B of Fig. 3 shows that overall contributions moved over time toward 
slightly greater diversity even as the number of topical areas increased and individual participants became increasingly specialized. 
Rather than opposing one another, individual specialization and group-level diversity appear to correlate together rather closely. 

As specialization proceeds apace, however, does this also lead to balkanization in which distinct communities of communicating 
specialists become sealed off from one another? To answer this question, we further analyzed the network of co-participation in email 
threads for each month, where two email threads sharing overlap in participation are “linked” in the network. The data points for this 
analysis are based on modularity, frequently applied in network analysis to identify “communities” or groups of objects that are densely 
connected to one another and less so to objects in other groups (Newman and Girvan, 2004). For each month, we begin with the 
bipartite network of persons tied to email threads in which they participated. Then, we take the transpose of the person-by-thread 
matrix to obtain a weighted network of email threads linked through numbers of co-participants. We next label each thread ac-
cording to the content cluster assigned by the K-means clustering algorithm. Finally, we compute the modularity score for the thread 
co-participation network. 

This score has a simple substantive interpretation: the proportion of network ties (or edges) occurring within groups compared to 
the proportion we would expect by random chance. Again, the purpose of comparing the observed network to a hypothetical random 
or “null” configuration with the same size and degree distribution is to ensure measurements that are independent of changes month- 

Fig. 3. Individual specialization and global diversity over time. Note: Panel A is based on individual users’ specialization scores for each month, 
which measure the concentration of a person’s emails within thread clusters, minus the expected concentration if that person had sent the same 
number of emails but distributed them randomly across clusters. Typical point estimates for each month’s cohort are based on a mixed-effects 
statistical model that adjusts for time in the group (which is set here to zero) and each person’s volume of email activity during the month 
(which we hold constant at the median value for this visualization). Panel B is based on global or network-level diversity of content, which is defined 

as 1 - 
PK

j¼1
s2
j where sj is the proportion of total emails occurring in threads pertaining to cluster j and K is the number of unique clusters. Data points for 

each month are shown in red and the trend line is depicted in blue using local polynomial smoothing. (For interpretation of the references to color in 
this figure legend, the reader is referred to the Web version of this article.) 
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to-month in the size of the network. More formally, 

Q¼
X

i

�
eii � a2

i

�
(6)  

where groups are indexed by i, eii is the proportion of network ties occurring within group i, and ai ¼
P

j
eij where other groups are 

indexed by j (Newman and Girvan, 2004). 
Panel A of Fig. 4 displays this network evolution visually, illustrating the previously uncovered pattern of a growing and 

increasingly diverse collection of topical areas in the email threads.2 More formally, we were interested in the degree of cross-polli-
nation between threads pertaining to different topical areas. To assess this pattern, as described above, we track the trend in network 
modularity, defined again as the proportion of co-participation links occurring within clusters of similarly categorized email threads 
minus the proportion we would expect under assumptions of random sorting (Newman and Girvan, 2004). By this metric, panel B of 
Fig. 4 suggests a relatively stable level of cross-pollination—or interaction across topical boundaries—across the observation period, as 
indicated by the consistently low modularity of the co-participation network. While individuals are becoming increasingly specialized, 
in other words, there is still “bridging” interaction across topical boundaries rather than balkanization. 

As a further test of trends in the thread co-participation network, we also computed participation coefficients for all nodes (email 
threads) across all months in the observation period. The participation coefficient indexes the extent to which the network connections 
or edges (in this case, co-participation across threads) incident to a given node extend beyond that node’s module (in this case, topical 
clusters). More formally, Guimera and Amaral (2005a) define the participation coefficient for a given node i as 

Pi ¼ 1 �
XNM

s¼1

�
kis

ki

�2

(7)  

where modules are indexed by s, NM is the total number of distinct modules in the network, kis is node i’s number of links to nodes in 
module s, and ki is i’s total degree (also see Guimera and Amaral, 2005b and Baggio et al., 2015; for the relevant R package, see Watson, 
2018). In our application, an email thread having a participation coefficient of 1 would mean that the co-participation links involving 
that email thread were evenly distributed across all topical clusters; a coefficient of 0 would indicate that co-participation links 
involving that thread fell entirely within its own topical cluster. Panel C in Fig. 4 shows that the average participation coefficient in the 
thread co-participation network increased over the observation period. By this metric, cross-pollination across topical clusters actually 
became relatively more common over time compared to purely within-cluster discussions. 

7. Conclusion 

As distinct from economies that rely on physical inputs or natural resources, innovative activity in the rising knowledge-based 
economy depends critically on knowledge-sharing and spillover both within and across the boundaries of individual firms. Special-
ized knowledge forms the essential component of knowledge spillovers—the positive externalities that follow when specialists with 
varying bits of knowledge are put in a position to interact and learn from one another (Storper and Venables, 2004). Such spillovers are 
in turn linked to the agglomeration of skills and human capital that drives industrial growth (e.g. Glaeser, 1999). 

This article has documented the structure and emergence of an ecology of specialized knowledge in one contemporary innovation 
cluster. At the outset, we could have imagined this ecology conforming to either of two “ideal types.” In one version, the division of 
knowledge could hinge on Elon Musk-like knowledge entrepreneurs—generalists capable of carrying insight across multiple domains. 
In the second version—closer to the pattern we uncover—the division of knowledge hinges on distinct but overlapping communities of 
specialists. Akin to parallel processing in computing, a complex task that might never be completed by a single computer can become 
trivially easy when distributed among many, with each given only a small portion of the total workload. We might term this phe-
nomenon parallel knowledge processing wherein the cooperation of knowledge workers within many specialized networks and groups 
contributes to the broader division of labor at the level of the industrial cluster. In practice, these two versions of knowledge orga-
nization are likely co-dependent. Elon Musk needs the parallel knowledge processing capacity of Silicon Valley in order to be Elon 
Musk. In Silicon Valley and other innovation hubs, in other words, generalist entrepreneurs rely on the parallel knowledge processing 
of many specialists for entrepreneurial success. 

Consistent with an emergent trend toward the industrial cluster organized as parallel processing, individual participants in the New 
York Tech Meetup became more specialized over time, increasingly concentrating their activities within email threads with similar 
content. Yet, at the same time, the email discussions as a whole maintained a relatively high level of diversity in content. This is 
consistent with classic accounts of the division of labor, as when a manufacturing firm making several distinct products creates a 
multidivisional structure allowing different branches of workers to focus on producing just one of these products with maximal ef-
ficiency. In knowledge- and technology-based economic sectors where the boundaries of firms are increasingly blurred (Owen-Smith 
and Powell, 2004; Saxenian, 1994), we can analyze and uncover a similar division of labor based on the organization of specialized 
knowledge and using people rather than firms as the key unit of analysis. 

To be sure, there are limitations to this analysis. Relying on behavioral traces of public discussions still provides a limited image of 

2 These network visualizations were produced using the “igraph” package in R (Csardi and Nepusz, 2006). 
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the knowledge and information carried by individual participants. Yet other benefits speak to the potential richness of analyses 
drawing on new and emerging sources of digitally recorded social-behavioral data across a wide variety of domains (Golder and Macy, 
2014; Kossinets and Watts, 2006; Lazer et al., 2009; Salganik, 2018). One salient challenge in previous work using such data has been 
relating the online patterns to offline contexts. Our goal was first to use a long-term archive of “digital traces” generated by partici-
pation in a group of tech entrepreneurs and knowledge workers to detect offline changes in this emerging tech cluster in a major 
American city. Our approach suggests attention to web-based repositories as a source of “big” (i.e. large sample) data, but also as an 
emerging source of “long” data. An advantage of these targeted long-term databases is that they can be used to study historical 
processes without having to rely on post hoc accounts. When they track individual behavior over time, they also allow us to simul-
taneously measure changes at both individual- and group-levels. This distinction carries special importance when groups are in 
constant flux due to the “churning” of entry and exit and the link between “micro” and “macro” behaviors is not straightforward 
(Schelling, 1978). Since countless social situations have this quality of being continuously changed or reproduced by individual 
sorting, we expect that the approach taken here could find general application in numerous other research contexts. 
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Fig. 4. Networks of co-participation across thread clusters over time. Note: In Panel A, network visualizations are plotted based on data from April 
of each year. Since the email list was offline during April 2011, we use the next available month for this year, which was August. Nodes corre-
sponding to each email thread are sized by degree and colored according to cluster membership. The edges in the network are generated by co- 
participation in which the same users contributed emails to multiple threads. Panels B and C show time trends in which data points for each 
month are shown in red and the trend line is depicted in blue using local polynomial smoothing. Panel B displays network modularity, while Panel C 
shows the mean participation coefficient for the network. (For interpretation of the references to color in this figure legend, the reader is referred to 
the Web version of this article.) 
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.ssresearch.2019.102377. 
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